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KURZFASSUNG V

Kurzfassung

In dieser Arbeit werden Feature Deskriptoren f•ur die Verwendung in der Objektdetek-

tion und Erkennung studiert und evaluiert. Hierzu werden sie in ein bestehendes Ob-

jektdetektionsframework, das auf dem Implicit Shape Model beruht, mit eingebunden.

Dazu werden verschiedene State of the Art Deskriptoren n•aher betrachtet. Dar•uber

hinaus wurde das Standardisierungsprojekt von ISO MPEG namensCompact Descrip-

tors for Visual Search verfolgt und zwei vielversprechende Feature Detektoren werden

daraus vorgestellt. Ein zus•atzlicher Objekttrainingalgorithmus der bin•are Deskrip-

toren verwendet wurde implementiert. Diese Implementierung basiert auf Matlab und

mexopencv. Dazu wurde ein neuer bin•arer Deskriptor entwickelt, TADIP genannt,

mit dem Ziel einer besseren Eignung f•ur Objektklassen wie z.B. Fu�g•anger im Vergle-

ich zu aktuellen bin•aren Deskriptoren. Bez•uglich der Arbeit an bin•aren Deskriptoren

wird ein Algorithmus pr•asentiert der die Zahl der Deskriptoren aus der Trainingsphase

beschr•ankt auf die am meist wiederholbaren und auch weitere Verbesserungen wer-

den gezeigt. Zus•atzlich wird ein Dense Sampling Verfahren f•ur bin•are Deskriptoren

implementiert und evaluiert und die Verwendung von Vorwissen•uber Skalierungen

eingef•uhrt um die Unsicherheit bez•uglich Objektgr•o�en zuverringern. Die Verfahren

werden an einem Datensatz getestet der aus einer Sequenz von Bildern besteht, die

von einer •Uberwachungskamera vor einem Autobahntunnel aufgenommen wurde und

an einem Benchmarkdatensatz zur Detektion von Fu�g•angern,TUD-Pedestrians.



VI ABSTRACT

Abstract

Feature descriptors for object detection and recognition are studied and evaluated

within this work. They are integrated in an existing object detection framework which

is based on the Implicit Shape Model. Therefore, current stateof the art descrip-

tors are examined. The ISO MPEG standardization project Compact Descriptors for

Visual Search was observed and two promising feature detectors are presented from

this project. An additional object training algorithm is implemented which can handle

binary descriptors. The implementation is based on Matlab and mexopencv. A new

binary descriptor named TADIP is developed with the aim to havean descriptor which

is better suited for object classes like pedestrians as state of the art binary descriptors.

Regarding the work on binary descriptors, an algorithm is presented to constrain the

descriptors computed in the training phase to the most repeatable ones and further

improvements are shown. Additionally, a dense sampling approach for binary descrip-

tors is implemented and evaluated and the use of scale priors isintroduced to reduce

the uncertainty of object scales. The approaches are tested on adataset consisting of

an image sequence captured from a surveillance camera in frontof a motorway tunnel

and on a benchmark dataset for pedestrian detection, TUD-Pedestrians.
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Chapter 1

Introduction

1.1 Problem Statement

Object detection and object recognition is omnipresent in our everyday life. Recogniz-

ing persons entering the room or crossing our way, a co�ee cup on our desk, or even

reading this text, almost all of our acting is associated with detecting and recognizing

objects. The human visual system is able to classify tens of thousands objects even if

these appear in di�erent sizes, distances and viewpoints, under various lightning con-

ditions, partially occluded or a�ected by deformations to name only a few variations

in appearance. Identifying objects from the distribution ofphotons striking the retina

has to be and is done in fractions of seconds [1]. Nowadays, we have have sensors

with similar abilities like the human eye and we have processorswhich are able to

perform hundreds of billion arithmetic operations per second [2]. It is an active area

in research to solve such recognition task with today's computing hardware but it is

still a very challenging one. One objective therefore is to beable to carry out work to

machines which only humans were able to do in the past. This work addresses outdoor

surveillance applications like detecting cars in front of a motorway tunnel. It will be

used in the SINGA video analytics platform of the Siemens AG. The platform is for

the SKRIBT PLUS [3] project of the GermanBundesamt f•ur Bev•olkerungsschutz und
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Figure 1.1: Block diagram of an object detection system

Katastrophenhilfe. Within this project, events like stopped vehicle, tra�c jam, slow

tra�c, wrong way driver, lost cargo and so on should be detected.

We build on an existing object detection framework, the Implicit Shape Model (ISM)

[4], which was implemented during a master thesis project [5].Figure 1.1 describes a

general approach for an object detection system. At �rst, models of object classes have

to be learned. Therefore, features are extracted from knownobjects within training

images and model or multiple models are learned for each object class which should be

recognized. This modelbase is used for detecting and recognizing objects in test images.

Detected features in a test image are matched with object models and likelihoods are

assigned if and where objects are present in the scene [6]. Objecthypothesis are

designated if the estimated likelihood is above a threshold. Within this thesis, we

concentrate on the feature detection part. More speci�cally, we are using feature

descriptors around keypoints or around densely sampled points.

Currently, the ISM implementation uses SIFT features which lead in general to good

detection performances but which have a high computationalcomplexity. Addition-

ally, patent and licensing restrictions limit their use in commercial applications. Thus,

we aim to develop fast and license free feature descriptors withsimilar detection per-

formance. These descriptors must handle challenging illumination conditions given

in outdoor surveillance applications and many other challenges accompanied with the

detection of object classes like cars or pedestrians. For example the di�erent clothes
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persons can wear or varying forms and colors of cars. Furthermore, the selected feature

descriptor must �t with the high level detection model.

1.2 Structure of Thesis

In chapter 2 we introduce di�erent interset point detectors and in chapter 3 feature

descriptors. We are describing the Implicit Shape Model in chapter 4 and the Compact

Descriptors for Visual Search standardization project in chapter 5. Details about all

algorithms implemented for the use of feature descriptors in the Implicit Shape Model

are given in chapter 6. The di�erent approaches are evaluatein chapter 7 and we

conclude with chapter 8 in which a short summary and outlook is given.
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Chapter 2

Interest Point Detection

2.1 Introduction

Interest points, or sometimes called keypoints, are the center of information-rich image

patches. The region around the keypoint can be described by a feature descriptor.

The information of multiple descriptors is used for representing an image or parts or

objects within an image. The interest points are located where changes of properties

like intensity, color or texture in an image occur [7]. The process of detecting interest

points have a clear mathematical de�nition resulting in a concrete position in the image

space. One important aspect is the repeatability of keypoints.They have to be stable

under local and global perturbations in the image domain as illumination/brightness

variations occur in di�erent images showing the same scene or object. If variations in

object sizes occur, the notion of interest point should includean attribute of scale [8].

In the subsequent sections, several interest point detection algorithms are presented.

First, the still widely used Harris corner detector and afterwards the very e�cient

state of the art corner detectors FAST and AGAST. Lastly the di�erence-of-Gaussians

keypoint detector from the well-known scale-invariant feature transform is introduced.
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2.2 Harris Corner Detector

The Harris Corner Detector was developed by Chris Harris and Mike Stephens in 1988

[9]. Here, corners do not necessarily imply 2D projections of 3Dcorners. They can be

characterized more general by points in the image with high curvature [7]. To detect

these points, an image patch over an area (u; v) is shifted by various o�sets (x; y).

Then, the so-called corner scoreS(x; y) is computed for each o�set which is indicated

by the weighted sum of squared di�erences (SSD) of the image patch and the shifted

image patch. This can be denoted by

S(x; y) =
X

u

X

v
w(u; v)(I (u + x; v + y) � I (u; v))2;

whereI is the two-dimensional intensity image and the weightingw(u; v) represents a

circular Gaussian-smoothing. For further simpli�cation,I (u+ x; v + y) is approximated

by a Taylor Expansion. Let I x and I y be the partial derivatives ofI , such that

I (u + x; v + y) � I (u; v) + I x (u; v) � x + I y(u; v) � y:

So the following approximation can be used

S(x; y) �
X

u

X

v
w(u; v)(I x (u; v) � x � I y(u; v) � y)2:

In matrix form, this leads to

S(x; y) �
�

x y
�

A

0

B
@

x

y

1

C
A

whereA is the Harris matrix,

A =
X

u

X

v
w(u; v)

0

B
@

I 2
x I x I y

I x I y I 2
y

1

C
A

A large variation of the corner scoreS(x; y), with respect to x and y, denotes a corner.

This can be checked by the size of the eigenvalues of the Harris matrix A . If both

eigenvalues have large positive values, a corner is detected.If one eigenvalue is small
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and the other large, an edge is found and no interesting point is found if both eigenvalues

are small. To avoid the demanding eigenvalue decomposition ofthe matrix A , the

following function M c is computed, where� is a tunable sensitivity parameter and� i

are the eigenvalues:

M c = � 1 � � 2 � � (� 1 + � 2)2 = Det(A ) � � � T r(A )2

whereDet(A ) is the determinant of A and Tr(A ) represents the trace of A.

2.3 Features from Accelerated Segment Test (FAST)

The FAST corner detector is based on the SUSAN corner detector [10]. The idea in

both detectors is to examine a circle and compare it to the center point called the

nucleus. If the pixels are very di�erent to the center point, acorner is detected at the

nucleus. FAST is an abbreviation for Features from Accelerated Segment Test. The

segment test criterion considers a circle of e.g. sixteen pixelsaround the nucleus as

shown in Figure 2.1. Here, the corner candidate is the nucleus. Acorner is detected if

n pixels consecutive along the circle are all brighter than theintensity of the nucleus

plus a thresholdt or if they are all darker than the intensity of the nucleus minus t.

The FAST approach aims to �nd a way in which order the circle pixels x have to be

compared with the nucleusp to be able to decide as early as possible if the candidate

pixel is a corner or not [11]. For this task, a machine learningalgorithm is used

where corners are detected from a set of test images using the segment test criterion.

Thus, all 16 circle pixels are compared in o�ine training and the average number of

pixels to compare should be reduced for the online detection phase. To achieve such a

fast decision, it is examined how much information about the classi�cation, candidate

pixel p is a corner or not, is given by a certain circle pixelx 2 f 1; :::; 16g. The pixel

intensity at the relative position x, I p! x , compared to the intensity ofp, I p, can have
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the following three states:

Sp! x =

8
>>>>><

>>>>>:

d; Ip! x � I p � t (darker)

s; Ip � t < I p! x < I p + t (similar)

b; Ip + t � I p! x (brighter)

P is the set of all pixelsp in all training images and can be partitioned into the three

subsetsPdjx , Psjx , and Pbjx for a certain x.

In the second stage, the decision tree learning algorithm ID3 isused to select thex

which yields the most information whether the candidate pixel is a corner. This is

measured by the entropy ofK p and K p is a Boolean variable which is only true ifp is

a corner. The entropy ofK for the set P is

H (P) = ( c + �c) log2(c + �c) � clog2(c) � �clog2(�c)

where c = jf pjK p is truegj (number of corners)

and �c = jf pjK p is falsegj (number of non corners).

This leads to the information gain

IG x (P) = H (P) �
�
Hx (Pdjx ) + Hx (Psjx ) + Hx (Pbjx )

�
:

The creation of the decision tree is described by the procedureBuildFASTDecisionTree.

To discard corner responses which are adjacent to more prominent corners, a non-

maximum suppression is performed. A score functionV is used to rate the responses

which is based on the sum of the absolute di�erences:

V = max

0

@
X

x2 Sbright

jI p! x � I pj � t;
X

x2 Sdark

jI p � I p! x j � t

1

A

with

Sbright = f xjI p! x � I p + tg

Sdark = f xjI p! x � I p � tg
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Procedure BuildFASTDecisionTree(P, r )
Data : initially: set of all pixels P; recursive steps: subsetsPdjx̂ , Psjx , and Pbjx̂ of x

with highest IG x (P); root node r .

Result : Decision tree that tells whichx has to be compared next until a decision can

be made whether a point is considered as a corner or not.

compute IG x (P) 8 x;

x̂ = argmax
x

f IG x (P)g ;

create subsetsPdjx̂ , Psjx̂ , and Pbjx̂ ;

for j 2 f d; s; bg do

if K p is true 8p 2 Pj j x̂ then

// in this subset all test pixel are classi�ed as corners;

create a leaf nodec under r ;

else

if K p is false8p 2 Pj j x̂ then

// in this subset all test pixel are classi�ed as non corners;

create a leaf noden under r ;

else

// no decision can be made, further distribution needed;

create a nodet j under r ;

BuildFASTDecisionTree(Pj j x̂ , t j );

end

end

end
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Figure 2.1: 16 circle pixels marked in blue and nucleus p marked in red used in seg-
ment test.

2.4 Adaptive and Generic accelerated Segment Test

(AGAST)

Adaptive and Generic accelerated Segment Test (AGAST) [12] isbased on the same

corner criterion as FAST but no training is needed. Instead, the AGAST corner detec-

tor dynamically adapts to the image environment. One pixel at the circle is evaluated

per time and the selection of the next pixel depends on the response of the current

pixel evaluation. In contrast to FAST, it is not asked if the circle pixel x is brighter,

similar or darker than the nucleusp. Only a binary question is evaluated like brighter

or not, darker or not or similar or not. The resulting states are given as follows:

Sp! x =

8
>>>>>>>>>>>>>>><

>>>>>>>>>>>>>>>:

d; Ip! x < I p � t (darker)

�d; Ip! x � I p � t ^ S0
p! x = u (not darker)

s; Ip! x � I p � t ^ S0
p! x = �b (similar)

s; Ip! x � I p + t ^ S0
p! x = �d (similar)

�b; Ip! x � I p + t ^ S0
p! x = u (not brighter)

b; Ip! x > I p + t (brighter)

whereS0
p! x is the preceding state andu means that the state is still unknown. Thus,

the corner classi�cation tree is binary. The tree is build by analgorithm similar to the
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Figure 2.2: AGAST switch between homogenous (left) and heterogeneous decision
tree (right). The darker the gray of a leaf the fewer similar pixels are in the evalu-
ated con�guration [12].

backward induction method [13]. The building also incorporates computational costs

for register, cache and memory access.

The optimal decision tree di�ers depending on the homogeneity of the evaluated image

region. To address this circumstance, multiple decision treesare taken into account.

In the simplest case, there is one decision tree for homogenous and one for cluttered

regions. The probability of similar pixels compared to all evaluated pixels gives some

information about the adequate decision tree. Being in the homogeneous tree, a short

decision path indicates an uniform image patch. In contrast, alarge path indicates

a structured region and therefore a jump to the cluttered decision tree is performed.

Figure 2.2 shows this switch graphically.

Neighboring corners are discarded in the same way with non-maximum suppression

like in FAST.

2.5 Di�erence-of-Gaussians (DoG)

Di�erence-of-Gaussians is used to detect keypoints in the scale-invariant feature trans-

form (SIFT) [14]. Candidates for keypoints are extrema of the spatial output of the

di�erence of Gaussian functionD(x; y; � ) in di�erent scales. Therefore, the input im-

ageI (x; y) is convolved with a kernel consisting of the di�erence of two Gaussians with



2.5. DIFFERENCE-OF-GAUSSIANS (DOG) 11

the standard deviations� and k� ,

D(x; y; � ) = ( G(x; y; k� ) � G(x; y; � )) � I (x; y);

where� is the convolution operation and

G(x; y; � )) =
1

2�� 2
e� (x2+ y2 )=(2� 2 )

The search for extrema is done in di�erent resolutions in the so-called scale-space to be

invariant to scale. Smaller scales are represented by smoothingI(x,y) with a Gaussian

kernel. The larger the� , the smaller the scale. The di�erence of Gaussians images with

varying � yield to one octave in scale-space. Additionally, if� is twice the initial value,

the image is down-scaled by a factor of two and the search for keypoints is recapped at

this scale. This process is repeated and the resulting octaves lead to an image pyramid.

Nevertheless, the Gaussian smoothing has to be done in any case andD(x; y; � ) can

be rewritten as

D(x; y; � ) = L(x; y; k� ) � L(x; y; � );

where

L(x; y; � ) = G(x; y; � ) � I (x; y)

The local minima and maxima are now detected by comparing each sample point to its

eight neighbors in the current image and nine neighbors in the scale above and below

as it can be seen in Figure 2.3.

The di�erence-of-Gaussian function represents a good approximation of the scale-

normalized Laplacian of Gaussian� 2r 2G which is required for true scale invariance

[14].

� r 2G =
@G
@�

�
G(x; y; k� ) � G(x; y; � )

k� � �

G(x; y; k� ) � G(x; y; � ) � (k � 1)� 2r 2G

More details about the localization and �ltering of the keypoint candidates is given in
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Figure 2.3: Extrema detection in scale-space of di�erence-of-Gaussians images by
comparing a pixel (marked with X) to its neighbors (marked with green circles) [14].

3.2.
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Chapter 3

Feature Descriptors

3.1 Introduction

In this chapter, feature descriptors for local features are examined. The descriptors are

computed from patches around interest points which are described in section 2.1. The

descriptor for the local feature is typically obtained from measurements covering the

center and the neighborhood of the interest point. These measurements are stored in

a feature vector or a binary string [7]. The following properties are important for local

features (depends on the application) [15]:

� Invariance: Features should be as invariant as possible to illumination variances,

di�erent scales and orientations of objects.

� Locality: For robustness against occlusions and deformations, they should be

based on local information.

� Repeatability: A high percentage of the extracted features / keypoints should

be also evident in identical objects or scenes in di�erent images.

� Distinctiveness: The description should be distinguishable from other, unequal

features.
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� Quantity: A reasonable number of features should be detected even on small

objects.

� E�ciency: Low computation time is required to allow real-time performance.

� Extensibility: Some applications need to incorporate additional information or

combinations of features.

The resulting feature descriptors could be used in a broad rangeof applications like ob-

ject detection and recognition, stereo correspondence, motion tracking, image retrieval

or image stitching.

3.2 Scale Invariant Feature Transform (SIFT)

SIFT features are invariant to image scaling and rotation andpartially invariant to

changes in illumination and 3D camera viewpoint. The computation of the features in

the scale invariant feature transform includes four stages, namely scale-space extrema

detection, keypoint localization and �ltering, orientation assignment and the feature

descriptor computation [14].

Scale-space extrema detection Scale-space extrema detection is done by the di�erence-

of-Gaussians detector as described in section 2.5. The resultingextrema are keypoint

candidates.

Keypoint localization and �ltering Keypoint candidates with low contrast are

rejected because these are very sensitive to noise and therefore have a very poor re-

peatability. Additionally, the keypoints are restricted to points with high curvature. To

localize keypoints in an accurate way, an interpolation based on the quadratic Taylor

expansion of the Di�erence-of-Gaussian scale-space functionD(x; y; � ) is performed.

D(~x) = D +
@DT

@~x
~x +

1
2

~xT @2D
@~x2

~x
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where D and its derivatives are evaluated at the location of the keypoint candidate

and ~x = ( x; y; � ) is the o�set from this point. The derivative of this function with

respect to~x is set to zero and the location of the extremum̂~x is determined. Then the

o�set ~̂x is added to the original keypoint candidate location. Afterwards, ~̂x is inserted

in the Taylor expansion functionD(~x). If jD(~̂x)j < 0:03, the contrast is too low and

the keypoint candidate is rejected.

The di�erence-of-Gaussians function has also a strong response along edges and not

only at corners. These keypoint candidates have to be discardedbecause the location

along an edge is very uncertain even if only small amounts of noise are evident. To

detect these points, the principal curvature at the keypoint candidate location is eval-

uated. In contrast to a corner which has a large principal curvature in all directions,

a point along the edge has only a large principal curvature inone direction and a very

small one in the perpendicular direction. The eigenvalues� 1 and � 2 of the 2x2 Hessian

matrix

H =

2

6
4

Dxx Dxy

Dxy Dyy

3

7
5

are proportional to the principal curvatures ofD. Thus, the ratio r = � 1
� 2

of these

eigenvalues, where� 1 has the larger magnitude, is a good indicator for the curvature of

the keypoint candidate. To avoid the computation of the eigenvalues, the sum of the

eigenvalues is computed from the trace ofH and their product from the determinant:

Tr (H ) = Dxx + Dyy = � 1 + � 2

Det(H ) = Dxx Dyy � (Dxy )2 = � 1� 2

This leads to the following ratio:

Tr (H )2

Det(H )
=

(� 1 + � 2)2

� 1� 2
=

(r� 2 + � 2)2

r� 2
2

=
(r + 1) 2

r

Thus, r increases with increasing ratioTr (H )2

Det (H ) . Due to this, keypoints with larger can

be discarded. According to the original paper [14], points with r > 10 will be sorted
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out.

Orientation assignment To achieve invariance to image rotations, an orientation

is assigned to the keypoint. Therefore, an orientation histogram is calculated consid-

ering all pixels within a certain area around the keypoint. Each sample is weighted by

its gradient magnitude and by a Gaussian-weighted circular window around the key-

point. The gradient magnitude m(x; y) and orientation � (x; y) is precomputed from

the Gaussian smoothed imageL(x; y) at the appropriate scale:

m(x; y) =
q

L x (x; y)2 + L y(x; y)2

� (x; y) = tan � 1

 
L y(x; y)
L x (x; y)

!

where the gradients are approximated by pixel di�erences:

L x (x; y) = L(x + 1; y) � L(x � 1; y)

L y(x; y) = L(x; y + 1) � L(x; y � 1)

The assigned orientation of the keypoint is the maximum of the histogram, which

indicates the dominant orientation. To be more accurate, the �nal peak position is cal-

culated from an interpolation of the maximum value and its two histogram neighbors.

Furthermore, any peak within 80% of the highest peak is used to create a keypoint

with its orientation.

Feature descriptor Feature descriptors are a representation of the image patch

around interest points, which gives the ability to easily matchthem with other interest

points. The gradient orientations are rotated about the same amount and direction

as the assigned orientation of the keypoint has to be rotated topoint upwards. This

is done to achieve invariance to rotations. As shown in Figure 3.1, the sample points

around the keypoint are grouped into subregions and for everysubregion, a histogram of

gradient orientations is computed. As in the orientation assignment stage, each sample
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Figure 3.1: SIFT feature descriptor using 2x2 subregions each with 4x4 gradient
samples. Gradient orientations are weighted by gradient magnitude and by a Gaus-
sian weighting function illustrated with a blue circle on the left side. The resulting
descriptor is placed on the right side. For every subregion a histogram with 8 dis-
tinct orientations is computed [14].

is weighted by its gradient magnitude and by a Gaussian-weighted circular window.

The gradient orientations are assigned to 8 orientation bins and a trilinear interpolation

is used to distribute each sample into adjacent bins. This approach provides a smooth

assignment of the orientations to the histogram and avoids boundary e�ects. In the

original paper [14], 4� 4 subregions and 8 orientation bins are taken into account,

which leads to an 4� 4 � 8 = 128 element feature vector for each keypoint. This

feature vector is normalized to unit length to cancel out thee�ects of linear illumination

changes between image. However, non-linear illumination changes can not be erased

by normalization. These e�ects can cause large gradient magnitudes and therefore a

threshold of 0.2 is applied to each value of the unit vector anda renormalization is

performed.

3.3 Speeded-Up Robust Features (SURF)

The interest point detection in SURF is also included in this section. It is based on

searching for maxima of the determinant of the Hessian matrix. Whereby the elements

of the matrix are computed by a low complex approximation [16]. The Hessian matrix
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at an image point I (x; y) at scale� is de�ned as follows (see also section 3.2)

H (x; y; � ) =

2

6
4

L xx (x; y; � ) L xy (x; y; � )

L xy (x; y; � ) L yy(x; y; � )

3

7
5

where

L xx (x; y; � ) =
@2

@x2
(G(x; y; � ) � I (x; y)) = (

@2

@x2
G(x; y; � )) � I (x; y)

L yy(x; y; � ) =
@2

@y2
(G(x; y; � ) � I (x; y)) = (

@2

@y2
G(x; y; � )) � I (x; y)

L xy (x; y; � ) =
@2

@x@y
(G(x; y; � ) � I (x; y)) = (

@2

@x@y
G(x; y; � )) � I (x; y)

and

G(x; y; � )) =
1

2�� 2
e� (x2+ y2 )=(2� 2 )

The convolutions of Gaussian second order derivatives with theinput image I (x; y)

are approximated by box �lters [17]. The two �lters at the right of Figure 3.2 have

constant values at rectangular sections. These are called boxlets. These �lters are

a simpli�cation of the two left �lters which are cropped and discretized versions of

the second order partial derivative of the Gaussian function. The response of the box

�lters can be computed with very low e�ort. The constant value of every boxlet is

multiplied by the sum of all pixels in the corresponding subregion in the image and

the resulting weighted sums of all subregions are summed up. The sum of the pixels

within a subregion is computed with integral images. The valueof an integral image

I � (x; y) is equal to the sum of all pixels of the input imageI (i; j ) which are in the �rst

to the i -th column and in the �rst to the j -th row:

I � (x; y) =
i � xX

i =0

j � yX

j =0

I (i; j )

Given a rectangular area in the imageI which is represented by the four pointsI (x1; y1),

I (x2; y1), I (x1; y2) and I (x2; y2), where x2 > x 1 and y2 > y 1. The sum of all pixels in
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the rectangular area is simply

i � x2X

i = x1

j � y2X

j = y1

I (i; j ) = I � (x2; y2) � I � (x1; y2) � I � (x2; y1) + I � (x1; y1):

The box �lter responses are denoted byDxx (x; y; � ), Dyy(x; y; � ) and Dxy (x; y; � ),

similar to the notations L xx (x; y; � ), L yy(x; y; � ) and L xy (x; y; � ). These leads to the

approximation of the determinant of the Hessian matrix

Det (H approx (x; y; � )) = Dxx (x; y; � )Dyy(x; y; � ) � (wDxy (x; y; � ))2:

The weighting factorw is needed for this kind of approximation and is scale dependent

but is set to the constant value of 0:9 in practice.

Similar to SIFT, the feature detection procedure is appliedat di�erent scales. Here,

di�erent scales are obtained by varying the size of the box �lters. Multiple octaves in-

clude multiple �lters at increasing size. The interest points are localized by conducting

a non-maximum suppression in spatial direction and scale including an interpolation

in all three dimensions.

For invariance to rotations, it is also assigned a dominant orientation to every interest

point. Therefore, �rst order Haar wavelet �lters in horizontal and vertical direction

are applied at the interest point and at all neighbors within acertain radial distance.

The responses can again be calculated with the integral imagesand are weighted by

a Gaussian centered at the interest point. The weighted strengthof the responses in

horizontal and vertical direction are projected at a 2D space. The peak of the distri-

bution in this space indicates the dominant orientation. This orientation assignment

can also be left out, the resulting approach is called U-SURF.

The computation of the feature descriptor is conducted with the same Haar wavelets.

Here, a square region consisting of 4x4 subregions is taken into account. The region is

centered around the interest point and orientated along the assigned orientation. For

every samplei in a subregionR, Haar wavelet responses, again weighted by a Gaussian,

are calculated. The responses inx- and y-direction are denoted asdi;x and di;y . The
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Figure 3.2: Left: discretized second order partial Gaussian derivatives in y-direction
and xy-direction. Right: Approximations with box �lters[16] .

descriptor vector for one subregion is

~vR =

 
X

i 2 R

di;x ;
X

i 2 R

di;y ;
X

i 2 R

jdi;x j;
X

i 2 R

jdi;y j

!

As there are 16 subregions containing 4 vector elements, the �nal feature descriptor

has 64 dimensions.

3.4 Histograms of Oriented Gradients (HOG)

Within the Histograms of Oriented Gradients (HOG) approach, nokeypoint detection

is performed, instead the image is split into overlapping cells resulting in a dense

sampling approach. Gradient orientations of all pixels within a cell are calculated and

a 1-D histogram of gradient orientations is created. The histogram entries of several

cells composed to a block represents the descriptor. The gradients in x- and y-direction

are computed by simple centered �lters [� 1; 0; 1] and [� 1; 0; 1]T without any smoothing.

There are two di�erent types of blocks, rectangular grids consisting of rectangular cells

called R-HOG blocks and circular blocks where the cells are ordered in a log-polar grid

called C-HOG blocks [18].

Similar to many other descriptors, multi-scale analysis is conducted using a pyramid

and applying a non-maximum suppression. For better invarianceto illumination, a

normalization is performed within a block. HOG gives also the possibility to use RGB

color information. In this case, the gradients are calculated separately for each color

channel and the one with the largest norm is selected for the description.
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3.5 DAISY

The DAISY descriptor is designed for �nding correspondence in wide-baseline stereo

image pairs. The descriptor allows for dense matching in an e�cient way. Similar to

SIFT, gradient magnitudes and orientations are computed but not distinct for single

keypoints, they are pre-computed for every pixel in the imagewith varying Gaussian-

smoothing and additionally in di�erent directions [19].

3.6 Binary Robust Independent Elementary

Features (BRIEF)

In contrast to the vector based feature descriptors described inthe previous sections,

binary robust independent elementary features (BRIEF) are described by a binary

string [20]. This approach allows to use the Hamming distance instead of theL2 norm

which simpli�es the matching task dramatically. But also the computation of the

feature descriptors in comparison to e.g. SURF is much faster. This algorithm does

not provide an interest point detection. Thus, SURF keypoints are used in the original

paper [20].

For the descriptor, a patch p of size S � S at the interest point is evaluated. All

samples withinp are Gaussian smoothed pixel intensities. The bit stringf nd (p) of this

descriptor is the result ofnd concatenated binary tests

� (p; ~xi ; ~yi ) :=

8
><

>:

1 if p(~x) < p(~y)

0 otherwise
:

where~x and ~y are coordinates of sample points. Thus,

f nd (p) :=
ndX

i =1

2i � 1� (p; ~xi ; ~yi ):

Smoothing ofp is crucial because this binary tests are very noise sensitive. Theselec-

tion of binary tests is very heuristic. Five di�erent approaches were tested by Calonder
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et al.. In the chosen approach, the coordinates~xi and ~yi are both random samples of

an independent and identically distributed Gaussian distribution with the mean value

at the patch center.

3.7 Oriented FAST and Rotated BRIEF (ORB)

The key components of oriented FAST and rotated BRIEF are already stated in the

name. The interest point detector in this approach is based on FAST, see section 2.3,

and the descriptor on BRIEF, see section 3.6. Whereby an orientation assignment is

added to the keypoint detector FAST and rotation invariance is added to the descriptor

BRIEF [21].

FAST interest points detector The �rst step is the detection of FAST points as

keypoint candidates in the image. According to Rublee et al.[21], FAST produces

large responses along edges. To overcome this circumstance, a Harris corner measure

is used (see section 2.2). Additionally a scale pyramid is applied for performing multi-

scale analysis. Finally, onlyN keypoints with the highest score according to the Harris

corner measure are selected as interest points.

Orientation assignment To assign orientations to the keypoints, the intensity cen-

troid of an image patchp of sizeS � S around the interest point is computed. This

is achieved with geometric moments. In the discrete case and restricted to p, they are

de�ned as follows:

mpq =
SX

x=1

SX

y=1

xpyqp(x; y);

wherex and y are the coordinates within the image patch.

The centroid is located at

C =
� m10

m00
;
m01

m00

�
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and the orientation is given by

� = atan2(m01; m10);

whereatan2 is the quadrant-aware version of arctan.

rBRIEF The assigned orientation is used to rotate the coordinates of the sampling-

point pairs ~xi and ~yi for the binary tests of BRIEF. The set of coordinate vectors for

all binary tests is depicted in

T =

0

B
@

~x1; :::; ~xnd

~y1; :::; ~ynd

1

C
A :

A rotation matrix R � is constructed out of the orientation� and a steered versionT �

of the setT is calculated,

T � = R � T

The resulting descriptors are now more invariant to rotationsbut the discriminability

is signi�cantly reduced. According to Rublee et al. [21], BRIEF depends on random

orientations of keypoints for good performance. ThereforerBRIEF is introduced. It

uses a learning algorithm to search for a subset of binary tests which do have high

variance and a mean value which is as near as possible to 0.5. Furthermore, the tests

should be as uncorrelated as possible. Here, the 256 most suitable test are searched

out of all M possible binary tests of sample pairs. Whereby both samples have to

be in di�erent subwindows within the image patch to reduce thesize ofM . During

the training, all M tests are conducted for all keypoints of a training set. Then the

M possible binary tests are ordered by the absolute distance of their mean values to

0.5. Afterwards a greedy search is used to �nd the best subsetTr . The test with the

smallest distance is the �rst entry ofTr . In the following step, the tests with the next

nearest distances are evaluated. If the absolute correlation to the tests within Tr is

smaller than a threshold, they are also added toTr . This step is repeated, using a

higher threshold, until 256 tests are inTr .
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The composing of the descriptor is performed in the same way as inBRIEF using the

binary tests of Tr

3.8 Binary Robust Invariant Scalable Keypoints

(BRISK)

Binary robust invariant scalable keypoints is also a combination of locating interest

points and creating a binary string as a descriptor. Similar toORB, the resulting

features aim to be invariant to rotation and scale [22].

Interest points detector Keypoints are searched in scale-space using the AGAST

approach, see section 2.4. Here, the circle around the nucleus consists of 16 pixels and

at least 9 consecutive pixels have to be classi�ed asnot similar to be considered as a

corner. For multi-scale analysis, a scale-space pyramid consisting of several octaves is

used. The detector is applied on every octave. Afterwards a non-maximum suppression

in scale-space is performed using the FAST score function (section2.3) and additionally,

a quadratic interpolation in space and scale is performed.

Feature Descriptor In contrast to BRIEF (section 3.6), BRISK uses a deterministic

sampling pattern. The samples for the binary tests are ordered in multiple circles

around the keypoint with di�erent radial distance. The samples are illustrated as blue

circles in Figure 3.3. The size of the red dotted circles denotes the varying standard

deviation � i of the Gaussian smoothing resulting in sample intensity valuesI (~qi ; � i ).

Samples in the outer circles have further distance to their neighbors. This allows

stronger smoothing as long as pixel information included in the samples does not

overlap in brightness comparisons.

Out of all samplesN , a setA of all possible sample pairs can be constructed:

A =
n
(~qi ; ~qj ) 2 R2 � R2 j i < N ^ j < i ; 8 i; j 2 N

o
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For the orientation assignment, a set ofL long-distance sample pairs is established:

L = f (~qi ; ~qj ) 2 A j k~qj � ~qi k > � min g

The dominant direction of the keypoint is estimated by

~h =

0

B
@

hx

hy

1

C
A =

1
jL j

�
X

(~qi ;~qj )2 L

g(~qi ; ~qj );

where

g(~qi ; ~qj ) = ( ~qj � ~qi ) �
I (~qj ; � j ) � I (~qi ; � i )

k~qj � ~qi k
2 :

The rotation angle � calculated by the quadrant-aware version of arctan like in ORB,

� = atan2(gy; gx );

For building the feature descriptor, a second subset ofA is built restricting the com-

parisons to short-distance pairs:

S =
n
(~qi ; ~qj ) 2 A j



 ~q�

j � ~q�
i



 < � max

o

The binary testing

� (p; ~qi ; ~qj ) :=

8
><

>:

1 if I (~qi ; � i ) < I (~qj ; � j )

0 otherwise

8
�

~q�
i ; ~q�

j

�

2 S

and the concatenation to a bit string is equally to BRIEF.

3.9 Fast Retina Keypoint (FREAK)

Interest point detection No individual algorithm is provided by the Fast Retina

Keypoint (FREAK) approach for the interest point detection. Instead, the multiple

scale realization of the AGAST corner detector implemented inBRISK (section 3.8) is

used for the performance evaluation [23].
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Figure 3.3: BRISK sampling pattern [22]: Blue circles depictsample locations for
binary tests; size of red circles correspond to standard deviation of Gaussian smooth-
ing.
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Feature descriptor The sampling pattern of the FREAK feature descriptor is in-

spired by the human retina [23]. Many sampling points are accumulated near the the

keypoint and the density of points drops exponentially with increasing radial distance.

The size of the Gaussian-smoothing kernel changes also exponentially. The sampling

points denoted by black dots and the Gaussian smoothing indicated by red circles are

shown in Figure 3.4. In contrast to BRISK, where the sampling pairs are chosen de-

pending on their relative distance, FREAK selects the best pairs based upon a learning

algorithm similar to ORB. Therefore, keypoints from a set of images are extracted and

the result of every possible binary comparison of all sample points is saved. The al-

gorithm for computing the most discriminative subset of sample comparisons for the

binary descriptor is the same as in ORB which is explained at theend of the section

3.7. Interestingly, coarse-to-�ne sample pairs are automatically preferred by the learn-

ing algorithm in the original paper [23]. The resulting binary string is restricted to 512

bits which are clustered in four substrings with 128 bit length (optimized for Single

Instruction, Multiple Data (SIMD) instructions on Intel proc essors). The matching

task is speeded up by comparing the substrings of the �rst, most discriminative cluster

and the additional clusters are only taken into account if thedistance for each is below

a threshold. This approach is very similar to the saccadic searchof the human eyes.

Orientation assignment The only di�erence of the orientation assignment com-

pared to BRISK (section 3.8) is the selection of sample pairs. Here, sample pairs with

the same Gaussian-smoothing form the set for the calculation of the orientation.

3.10 Comparison of the Descriptors

Currently the SIFT keypoint detector and descriptor is implemented and used within

the ISM implementation. A very similar algorithm is given by the SURF descriptor.

It has a lower computational complexity and comparable detection rates could be

assumed. HOG is a dense approach. The number of extracted descriptors will be very
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Figure 3.4: FREAK sampling pattern [23].
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high by using a dense approach. This makes it quite complex to integrate HOG in

an codebook-based algorithm like the Implicit Shape Model. Every descriptor has to

be matched with the codebook and out of all matches, object hypothesis have to be

computed. Additionally, the huge amount of information hasto be represented within

a codebook. To avoid a blow up of the codebook, only a small partof the descriptors

can be present in the codebook. We decided to concentrate on binary descriptors

within this work. Binary descriptors are a quite di�erent approach to SIFT. They have

very low computational costs for descriptor computation and matching. BRIEF and

its successor are invariant to every transformation on the imagepatch which does not

change the sign of the gradients between the pixels. Thus, they are very suitable for

challenging illumination conditions. So it is worth to investigate in this new approach

of feature descriptors.

The state-of-the-art binary descriptors use keypoint detectors based on the segment

test criterion. The performance of the di�erent approaches should be very similar,

the main di�erence is about ordering the comparisons with thenucleus resulting in

a varying speed of the decision. The most prominent approach is FAST. The fastest

approach is AGAST which by design doesn't have any disadvantagesagainst FAST.

The ORB paper states that FAST and consequently AGAST too, has large responses

along edges. Thus, probably further e�ort has to be put in improving the keypoint

detection. An alternative would be to use the well proven SURF keypoint detector.
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Chapter 4

Implicit Shape Model (ISM)

The Implicit Shape Model is a machine learning algorithm forobject detection. There-

fore, a codebook is generated in the learning phase and used to estimate locations and

scales of objects in the detection phase. The whole approach isbased on the General-

ized Hough Transform [24]. Codebook entries that match with extracted features vote

for object center locations and scale [4].

4.1 Training Phase

A set of sample images is used for training. The �rst step of the algorithm is to detect

interest points within the area of the objects that should be detected and to compute

the correspondent feature descriptors. Therefore, a segmentation of the objects from

the background has to be available as the ground truth. Afterwards, the features are

clustered according to the distance between the resulting vectors of the feature descrip-

tors (in the case of a binary descriptors, the Hamming distance between the binary

strings is considered). One method which can be uses here is K-Means clustering. For

every cluster, a codebook entry is created. The entry consists of a descriptor represent-

ing the cluster center and the scale and the relative position tothe center of the object

of every interest point within the cluster. Figure 4.1 shows an exemplary sample image

with the corresponding object segmentation and the generation of the codebook.
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Figure 4.1: The training phase of the ISM [4]

4.2 Detection Phase

Learned objects can now be be detected and recognized withinan image by using the

trained codebook. The �rst step is again to detect interest points and compute the

corresponding descriptors in the input image in the same way as in the training phase.

Then the computed feature descriptors are compared with themof the codebook en-

tries. A matching is found if the the distance of the descriptorsis below a certain

threshold. Afterwards, a probabilistic voting for the object center and scale is con-

ducted. For each matched codebook entry, every stored scale and position votes for

the object center and scale. An object is assumed at maxima in the voting space if

the maxima is above a pre-de�ned threshold, the hypothesis threshold. The interest

points of the codebook which are contributing to a maxima areused for backprojecting

the object within the image. This leads to a segmentation where a decision for each

pixel is performed whether it belongs to the object or not. This process is visualized

in Figure 4.2. This backprojection is not implemented within this project, because a

pixel-wise segmentation is not used. Bounding boxes are used instead.

4.3 Max Margin Hough Transform

The Max Margin Hough Transform is an discriminative extension tothe generative

Implicit Shape Model and it is implemented within this project. Within the standard

ISM, features are extracted only within the area of the objects to classify at the train-
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Figure 4.2: The detection phase of the ISM [4]

ing phase. Afterwards, it is evaluated how repeatable these features are. It is not

evaluated how repeatable these features are at the background. To get good detection

performance, it is important to know how repeatable certainfeatures are in general to

avoid getting strong responses also in the background. Max Margin Hough Transform

addresses this problem. Therefore, a second training procedure is performed. Hereby,

a standard ISM detection process is simulated on training data and it is evaluated how

often a cluster contributes to a true positive and how often it is contributing to a false

positive. A support vector machine (SVM) classi�er is used to assign weights to the

clusters. Clusters contributing to true positives get large weights and clusters voting

often for false positives yield to small weights [25]. Figure 4.3 shows the weights on

a car of UIUC cars dataset. Every colored dot represents a feature.The color of the

dots determines the weights of the cluster matched with the descriptor corresponding

to the keypoint. It is comparable to a heat map. Dark blue signi�es small weights

and dark red depicts large weights. As expected, features in the background get small

weights. Features at the bottom of the car seem to be the most discriminative because

they get the largest weights.
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Figure 4.3: MMHT: colored dots represent weights of features learned by MMHT.
Red dots indicate high weights and blue dots small weights [25]. Picture of car is
taken from the UIUC dataset [26]
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Chapter 5

Compact Descriptors for Visual

Search (CDVS)

5.1 Overview

With Compact Descriptors for Visual Search (CDVS), MPEG introduces a new stan-

dard for visual search and for mobile visual search. The project addresses the issue

of having various platforms for mobile visual search by o�ering an interoperable, cross

platform solution [27]. There are two use cases, pairwise matching and image retrieval

[28]. For pairwise matching, descriptors are extracted from aquery image and it is

evaluated if objects or scenes matches with a reference imagelike it is depicted in

Figure 5.2. In the case of image retrieval, matches are searched within a database 5.3.

One important aspect for mobile devices with very limited bandwidth is the compact

representation of the images. The processing pipeline therefore is depicted in Figure

5.1. SIFT descriptors are computed for interest points and a subset of the features are

selected dependent on parameters like the keypoint score, scale, orientation and the

distance to the image center. For image retrieval, a global descriptor, representing the

whole image, is generated by aggregating information of thelocal SIFT features. This

global descriptor is called Scalable Compressed Fisher Vector (SCFV) [29]. The local
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Figure 5.1: CDVS: Descriptor extraction pipeline [28]

Figure 5.2: CDVS: Pairwise matching architecture [28]

descriptors and the coordinates are compressed as it is depicted in Figure 5.1. The

global descriptor is an binary stream which can be matched veryfast using Hamming

distance with a database. For a more accurate matching and for pairwise matching, the

local descriptors are used. A detailed description of the wholepipeline can be found

in [29] and [28].

The Di�erence of Gaussian Algorithm (DoG), explained in section2.5, is protected

by an exclusive patent [30] which cannot be part of the MPEG CDVS standard [31].

Therefore di�erent approaches are proposed to replace DoG within the CDVS project

with an algorithm providing quite similar results without harming any patents. Two

of them are presented in the next two sections.
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Figure 5.3: Retrieval architecture [28]

5.2 Block-based Frequency Domain Laplace of Gaus-

sian (BFLoG)

The DoG detector is mainly protected by the patent text oflocating pixel amplitude

extrema in a plurality of di�erence images and the method of generating these said

di�erence images(in claim 1 of this patent) [31]. The Block-based Frequency Domain

Laplace of Gaussian (BFLoG) detector does not generate such di�erence images and, as

already stated in section 2.5, the di�erence-of-Gaussian function is an approximation

of the Laplacian of Gaussian (LoG) function used in this algorithm. The image is

decomposed into blocks and a for every block LoG �lters are conducted in the frequency

domain. The responses are re-transformed to the spatial domain and the blocks are

recomposed. Now, scale-space extrema can be detected and extracted as interest points

like in SIFT [32]. The generation of the scale-space remains the same like in SIFT but

the algorithm for �nding the interest points within the scale space is di�erent.
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Figure 5.4: Block-based Frequency Domain Laplace of Gaussian (BFLoG) interest
point detection pipeline [33]

5.3 Advanced Low-order Polynomial (ALP)

The Advanced Low-order Polynomial (ALP) detector is very distinct from prior art

algorithms. It claims to be faster than the BFLoG detector used in the reference soft-

ware version TM7 and to have a good accuracy [33]. The scale spaceis approximated

by low-degree polynomials for each pixel (x; y) along scale� . The extreme points of

� of every pixel coordinate (x; y) are candidates for interest points. Candidates are

discarded if at least one of the eight neighboring pixels within the same octave has

a bigger absolute value. They are also discarded if their absolute values are below a

threshold and they have to ful�ll further criteria regarding the curvature. The �nal

interest points are obtained after performing a re�nement ofthe coordinates for every

remaining candidate. The processing pipeline is illustrated in Figure 5.5



38

Figure 5.5: Advanced Low-order Polynomial (ALP) interest point detection pipeline
[33]
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Chapter 6

Implementation Details

6.1 Implicit Shape Model with Binary Descriptors

The distance metric for binary descriptors is the Hamming distance. This is one big

advantage over oating point vector based descriptors. On the CPU, Hamming dis-

tance can be computed much faster than the euclidean distance.The existing ISM

implementation is based on OpenCV. But OpenCV [34] does not support clustering

with Hamming distance. We have rewritten the whole ISM training using Matlab [35]

and mexopencv [36]. mexopencv is an C++ interface which gives the ability to use

the OpenCV library in Matlab. So we get the exibility of Matl ab and the speed

of OpenCV. We have implemented a resource-e�cientk-means clustering algorithm

which also uses the mexopencv interface to compute the Hamming distance and the

cluster centroids. Additionally, the SSE3-based Hamming distance implementation was

adapted from BRISK [37] which speed-ups the matching about four times compared

to the OpenCV implementation.

Upright ORB (UORB) The binary descriptor used within the evaluation is based

on the OpenCV implementation of ORB. ORB, like BRISK or FREAK has an build

in algorithm to reduce the rotation variance. The objects classes examined within this

work are assumed to appear in an upright position within the image. Hence, we do
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not need a rotation invariant descriptor. To avoid a loss of information caused by such

invariance algorithms, we do not use them. Therefore, we set theorientation parameter

of every keypoint to zero indicating that the dominant orientation is upright. In this

case the pattern of binary test is left unchanged. This operation is also performed for

the SIFT descriptor.

Color The keypoints and binary descriptors can be computed for every RGB color

channel or only for gray scale values. The codebook generationand the descriptor

matching is independent from the present channel the descriptor was extracted. In the

evaluation, color is used for all binary descriptors. The implementation based on SIFT

does not use color information.

6.2 Thresholded Absolute Di�erences of Intensity

Pairs (TADIP)

A feature descriptor extracts information from a feature represented by pixel intensity

values within an image patchp. To get good detection performance, the extracted

information must be dissimilar in comparison to information extracted from a dissimilar

feature and the information has to be similar for similar features. Additionally, the

extracted information has to be invariant to certain transformations of the feature. The

needs for invariance highly depends on the detection task. This could include invariance

to illumination changes, scale, rotation and so on. State of theart binary descriptors

like Brief (section 3.6), ORB (section 3.7), BRISK (section 3.8) or FREAK (section 3.9)

are quite robust to transformations caused by illuminations. Infact, they are invariant

to every transformation which does not change the sign of the gradients computed

between two pixels within p. Of course this comes at the cost that the amount of

extracted information is very limited. It is restricted to information about the sign

of gradients. For di�erent features you may need to extract di�erent information.

Dalal et al. stated: For humans, the wide range of clothing and background colors
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presumably makes the signs of contrasts uninformative. However note that including

sign information does help substantially in some other object recognition tasks, e.g.

cars, motorbikes[18]. We can put this one step further. This may not be constrained

to whole objects, it is also possible that di�erent features within the same object need

to be described by di�erent information to get a description which is distinguishable

from other features and the background. Discriminative approaches give the possibility

to determine or weight di�erent information extracted by varying descriptors.

In contrast to state of the art binary descriptors, we developed abinary descriptor

which extracts gradient magnitude information only, beingindependent from the sign.

This descriptor is called Thresholded Absolute Di�erences of Intensity Pairs (TADIP).

Similarly to state of the art binary descriptors, it compares two pixel intensity values

within an image patchp. In fact, the same pattern is used as in BRISK, see Figure 3.3

for details. In the case of TADIP, the binary tests� on the image patchp are de�ned

as

� (p; x; y) :=

8
><

>:

1; jp(x) � p(y)j > t m

0; jp(x) � p(y)j � tm

:

This notation is similar to the notation in BRIEF [20]. x and y are pixel coordinates,

p(x) is the pixel intensity in a smoothed version ofp. The applied smoothing is

similar to the one in ORB [21]. The thresholdtm is equal to the mean of the absolute

di�erences of all M = 512 tests

tm :=
1

M

MX

i =1

jp(x i ) � p(y i )j:

The results of the tests are aggregated to a bin string representing the descriptor

f M (p) :=
MX

i =1

2i � 1� (p; x i ; y i )

The descriptor is invariant to linear transformationsa � p(x) + c; (a > 0). A linear
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transformation a�ects the threshold tm which changes to

tm;l = 1
M

P M
i =1 j(a � p(x i ) + c) � (a � p(y i ) + c)j

= a � 1
M

P M
i =1 jp(x i ) � p(y i )j

= a � tm

But it does not a�ect the results of the binary tests

� (a � p + c; x; y) =

8
><

>:

1; j(a � p(x) + c) � (a � p(y) + c)j > t m;l

0; j(a � p(x) + c) � (a � p(y) + c)j � tm;l

=

8
><

>:

1; a � jp(x) � p(y)j > a � tm

0; a � jp(x) � p(y)j � a � tm

=

8
><

>:

1; jp(x) � p(y)j > t m

0; jp(x) � p(y)j � tm

= � (p; x; y)

:

Many keypoints are at the border between the object and background because it is

very certain to have big gradients there. These are also very discriminative because

they are around the object and therefore include the information about the shape of

the object. Figure 6.1 shows two images from di�erent datasetswith the �ve keypoints

(+ the patches around them) having the biggest corner score. Itcan be seen that the

keypoints with the highest score are all between object and background for the person

in the left image. Figure 6.2 shows two times an Gaussian smoothedimage patch from

a keypoint of the right foot of the person in Figure 6.1. Sub�gure 6.2a shows the results

for 20 random binary tests from the TADIP descriptor. The lines between two points

depicts the two samplesp(x) and p(y) for which the test is conducted. A green line

states jp(x) � p(y)j � tm and a red onejp(x) � p(y)j > t m the test Sub�gure 6.2b

shows the results for 20 random binary tests from the ORB descriptor. In this case,

p(x) is the sample nearer to the left top corner of the patch compared to p(y). The line

between the samples is green ifp(x) > p(y) and red if p(x) � p(y). So there are many

tests lying completely in the background. The test whether onepixel intensity within

the background is bigger than another pixel intensity also within the background is



6.3. SCALE PRIOR ESTIMATION 43

(a) Image from TUD-Pedestrians dataset
[38]

(b) Image from Hornberg tunnel se-
quence dataset

Figure 6.1: Keypoints on training images

no information which describes the object. But this is the information extracted by

state of the art binary descriptors like ORB. This kind of tests are very sensitive to

background clutter and noise. TADIP instead, sets small pixel intensity di�erences to

zero and big di�erences to one. If the biggest pixel intensity di�erences are between

the pixels from the object and pixels from the background, TADIP sets tests between

samples within the same class (object { object, background { background) to zero and

tests between samples from di�erent classes to one (object { background). The idea is

to describe the shape of the object that way.

6.3 Scale Prior Estimation

Prior knowledge is information about a problem which is knownbeforehand [39]. It

helps to reduce the uncertainty within the object classi�cation. Here, it is assumed

that the scale of objects is within some range. This means, the probability that the

scale is outside this range is estimated as zero. The scale of objects projected to the

pixel plane of an image or video depend on real world sizes of the objects and their

distance to the camera. It also depends on the focal length of the lens. So there have

to be known many parameters about the recorded scene which areoften not available.
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(b) ORB

Figure 6.2: 20 random binary test results from binary descriptors
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We present a statistical approach for estimating scale ranges forobject classes at certain

positions within the image. This approach is for image or video sequences recorded

from a stationary camera with consistent intrinsic and extrinsiccamera parameters

(details about camera parameters can be found here [40]). Therefore, a representative

set of captured objects of the respective class for all possible object location is needed

to create the statistics. In the following, it is called the training set and the objects

are called occurrences. The object height is considered as thescale (the same approach

can be followed for estimating the width or the aspect ratio) similar to the ISM imple-

mentation. A minimum and a maximum scale map de�nes the scale ranges. Both scale

maps have the same number of columns and rows like the pixel columns and pixel rows

of the sequence. Initially, the measured scale of every occurrence is stored in both scale

maps at the pixel position of the object center. But only if there is not already stored

an entry at the scale map position. Otherwise, the scale range getexpanded. If the

new value is bigger than the existing value, the value in the maximum scale map gets

overwritten. If it is smaller, the value in the minimum scale map gets overwritten. This

leads to sparse scale maps because it is unlikely that there are occurrences at every

pixel coordinate. Figure 6.3 shows the sparse scale maps. The color bar on the right

of every plot determines the scale or in this case the object height in pixels. Positions

with no occurrences are set to zero in this graphical representation. A dense represen-

tation is accomplished by performing a linear interpolationfor every empty position

from the nearest neighbors as sketched in Figure 6.4. Finally,a Gaussian smoothing

is performed on the dense scale maps. The smoothed version is shown in Figure 6.5.

This approach has very little e�ort and is quite robust if a representative training set

is available. So, the advantages are:

� Camera parameters must not be known.

� Ranges of the real world sizes of the objects must not be known.

� Same training sequences as for the object detector can be used (if the object

detector gets trained for the scene).
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The scale maps from Figure 6.5 can be used within the ISM detection process. Votes

outside the scale range are discarded. Thus, erroneous votes leading to false positive

detections could be avoided if their scale is di�erent from the estimated scale priors.

To avoid false negatives resulting from objects within the correct class but which are

smaller or bigger than occurrences of the training set, a tolerance is added to the scale

range (this is already added in the �st step for the sparse scale map).

6.4 2-D Spatial Voting Space and Weighted Aver-

age Scale

The scale prior estimation of section 6.3 gives a further ability. The uncertainty about

the scale gets quite low. So the voting spaceV can be reduced to a 2-D spatial voting

space and the costly process of �nding maxima in 3-D can be avoided. We propose

the following algorithm: The i th vote consists of coordinates for the locationx i and yi ,

the scalesi and a voting weight wi . One 2-D array is used now for the spatial voting

space and a second 2-D array is used for the scale of a hypothesis at location (x; y).

Votes are accumulated in the 2-D spatial space in the same way as in the 3-D space by

summing up the weights of the votes at their coordinates

V (x; y) :=
X

8 x i = x ^ yi = y

wi :

For the scale, the weighed average is computed. So, the scale ofevery vote multiplied

by the weight of the vote is summed up at the location of the votein the second array.

W (x; y) :=
X

8 x i = x ^ yi = y

si � wi :

After the voting weights and the weighted scales are accumulated, the weighted scale

average at location (x; y) can be computed by dividing the weighted scales by the

accumulated weights

S(x; y) := W (x; y)=V (x; y)
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Figure 6.3: Sparse scale maps for the Hornberg dataset (including tolerance)



48

 

 

0

10

20

30

40

50

60

70

80

90

100

(a) Minimum scale map

 

 

0

10

20

30

40

50

60

70

80

90

100

(b) Maximum scale map

Figure 6.4: Dense scale maps for the Hornberg dataset (includingtolerance)
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Figure 6.5: Dense scale maps for the Hornberg dataset after smoothing (including
tolerance)
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Hypotheses are found at maxima in the voting space if they are above a pre-de�ned

threshold. The scale of the hypothesis is determined at coordinates of the maxima in

a Gaussian smoothed version ofS.

6.5 Algorithm to Constrain the Set of all Descrip-

tors to Repeatable Descriptors

The repeatability of feature descriptors was already discussedin section 3. For good ob-

ject detection performance, it is indispensable to get repeatable descriptors describing

distinct features. A huge ordered set ofN descriptors

D = f ~di j i < N; i 2 Ng; ~di =

0

B
B
B
B
B
B
B
B
@

ei; 0

ei; 1

...

ei;M � 1

1

C
C
C
C
C
C
C
C
A

is extracted during the training phase in ISM. For performance reasons, the resulting

codebook can be build only from a relatively small subset of all extracted descriptors.

The number of votes depends on the number of occurrences and the execution time

of the hypothesis computation highly depends on the number ofvotes. The following

algorithm is used to constrain the number of descriptors to the most repeatable de-

scriptors. Additionally to the descriptors, a set of corresponding vectors including the

o�set of the objects center (x i ; yi ) and scale (si ) is stored in the same order

L = f~l i j i < N; i 2 Ng;~l i =

0

B
B
B
B
B
@

x i

yi

si

1

C
C
C
C
C
A

:

Whereas the o�set vectors are scale normalized. Thereby, o�setvectors are similar for

features located at the same relative position within the object independent from the

scale at which the object was recorded. Thus, the repeatability of feature descriptors
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Dblock

Dcomp

r
object center

Figure 6.6: Block-based descriptor repeatability computation: Every feature descrip-
tor with a corresponding o�set vector located within the blue block Dblock is com-
pared to every descriptor with a maximal distance ofr in x and y direction.

can be computed dependent from the o�set vector. Here, features with a corresponding

spatial distance belowr are seen as similar located within the object. This approach

gives an additional advantage concerning the computational complexity. The repeata-

bility has to be computed only between descriptors within a certain spatial distance.

Therefore, the feature descriptors~di are segmented according to their spatial occur-

rence~l i . More accurate, they are partitioned into blocksDblock. Figure 6.6 shows this

approach graphically. For everyDblock, a second subsetDcomp is generated including

all descriptors of features located withinDblock and all descriptors of features located

around a rectangle within a distancer in x- or y-direction from Dblock. The algorithm

is described by the procedure BlockBasedDescriptorRepeatability which calls the pro-

cedure DistWeightedLocDependentDescFreq for everyDblock.

DistWeightedLocDependentDescFreq estimates the repeatability of every descriptor

extracted within the training phase. The setF determines the estimated repeatability

for every descriptor. Every~di with a value f i above a threshold is seen as a repeatable

descriptor and used in the clustering process.
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Procedure BlockBasedDescriptorRepeatability(D,L,t,r ,bs)
Data : Set of all descriptor vectors (D), Set of all relative locations (L)

Result : Set of weighted frequencies (F ), Set of all descriptor vectors ordered likeF

(DF ), Set of all relative locations ordered likeF (LF )

F; DF ; LF := fg ;

for m = minoy : bs : maxoy do

for n = minox : bs : maxox do

Lblock := f~l i j (n � x i < n + bs) ^ (m � yi < m + bs) ^ ~l i 2 Lg;

L comp := f~l i j (n � r � x i < n + bs+ r ) ^ (m � r � yi < m + bs+ r ) ^ ~l i 2 Lg;

Dblock := f ~di j (n � x i < n + bs) ^ (m � yi < m + bs) ^ ~di 2 Dg;

Dcomp := f ~di j (n � r � x i < n + bs+ r ) ^ (m � yi � r < m + bs+ r ) ^ ~di 2 Dg;

Fblock := DistWeightedLocDependentDescFreq(Dblock; Dcomp; Lblock; L comp; t; r );

F := F [ Fblock;

DF := DF [ Dblock;

LF := LF [ Lblock;

end

end
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Procedure DistWeightedLocDependentDescFreq(Dblock, Dcomp, Lblock, L comp, t, r )
Data : Set of descriptor vectors (Dblock), set of descriptor vectors for comparison

(Dcomp), set of relative locations (Lblock), set of relative locations for

comparison (L comp), matching threshold (t), maximum spatial distance (r )

Result : Weighted frequencies vector (Fblock)

foreach ~di 2 Dblock; ~l i 2 Lblock; f i 2 Fblock do

f i := 0;

foreach ~ci 2 Dcomp; ~pi 2 L comp do

e := descriptorDistance(~di ;~ci );

if e < t then

s := spatialDistance(~l i ; ~pi );

if s < r then

f i := f i + 1 � (e=t)2;

end

end

end

end
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6.6 Dense Sampling

Keypoint-based approaches like SIFT or SURF compute a sparse representation of

objects or scenes. Descriptors are computed for patches aroundrepeatable points like

corners only. A dense sampling, in contrast, considers every point (within some sam-

pling distance). So, a dense sampling covers more information than a sparse approach.

But algorithms using a codebook representation of object classes like the Implicit Shape

Model need to �lter information. The codebook hast to be restricted to discriminative

information. Otherwise, the uncertainty of the object classi�cation increases. Further-

more, bigger codebook sizes make the detection process computationally more complex

which is accompanied by longer execution times and more memory consumption. The

maximum computational complexity is limited in practical applications. Thus, by us-

ing dense sampling, it is vital to develop algorithms which lead to a compact codebook

created from the big amount of information gathered from thetraining data. Fea-

ture detection approaches based on interest points have an inherent information �lter

by restricting to repeatable points. The e�ort of a dense sampling approach is much

higher.

We have implemented a dense sampling approach for binary descriptors. So we avoid

using euclidean distance computation like it is needed in SIFTfor matching all of the

descriptors with the codebook. We use the fast Hamming distance implementation

leading to still moderate execution times. We are also using the ORB implementation

here. Of course, no keypoint detection is performed but we areusing the OpenCV

keypoint vector to store the dense sample point information. Points are sampled ac-

cording to a prede�ned sampling distance inx- and y-direction. As we are using a

sampling distance of 3 pixels and an image patch size 31 pixels, the descriptors are

highly overlapping. It would be bene�cial to evaluate if andhow results from binary

test could be reused for overlapping descriptors and possibly even for matching for a

future work. Multiscaling is also performed similar like in ORB. An image pyramid is

used with n levels. The original image is subsampled depending on the levell by the
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following formula for the scaling factor:

scale= 1=1:2l :

6.7 Further Details

Merge Overlapping Hypotheses The use of UORB within the ISM results in

many highly overlapping object hypothesis with close by object centers and varying

scales. Such kind of occultation can be precluded for most datasets. Therefore, these

hypothesis are merged. If two hypothesis are merged depends onthe overlapping of

their bounding boxes. The overlapping factor is de�ned here as the intersection area

A i divided by the area of the smaller bounding boxAs while the bigger bounding box

is denoted asAb

overlap=
As \ Ab

As
=

A i

As
:

Thus, if big parts of a bounding box are surrounded by a bigger bounding box, the

corresponding hypothesis are merged. How big this part has to beis de�ned by a

threshold the overlaphas to exceed.

The merging process works as follows. An object hypothesis is described by the x- and

y-coordinate of the center point, the scales and the hypothesis con�dence scorec. A

merge hypothesishm = f xm ; ym ; sm ; cmg results from the two overlapping hypothesis

ha = f xb; yb; sb; cbg and hb = f xb; yb; sb; cbg

xm =
ca � xa + cb � xb

ca + cb

ym =
ca � ya + cb � yb

ca + cb

sm =
ca � sa + cb � sb

ca + cb

cm = ca + cb:
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Image Padding The ORB implementation within OpenCV de�nes anedgeThreshold

parameter [41]. This parameter de�nes the minimum distance of keypoints to an image

border. This is needed because the image patch for the descriptor around the keypoint

must be entirely located within the image. No keypoints are located for an even bigger

part of the image if the image gets subsampled for multiscale analysis. For datasets

like the Hornberg Tunnel sequence the biggest objects are near the bottom border of

the image. Thus, many features get evident at lower scales but can not be captured

because of the missing keypoints near the border of the image. Therefore, we are using

the copyMakeBorderfunction [42] of OpenCV to pad the images.
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Chapter 7

Evaluation

7.1 Performance Evaluation Framework

For a visual evaluation of the results, the ISM detection software outputs the input

images with bounding boxes at the positions of object hypothesis and a heat map

showing the voting space in 2-D independent from the scale. For adeeper evaluation,

XML-�les in the ViPER-GT [43] format are extracted. These include information

for every object hypothesis consisting of the bounding boxx� , y� coordinate, width,

height and the con�dence score. The detection performance evaluation framework is

implemented in Matlab [35] using the ViPER-GT XML-�les. The contributing parts

are introduced in the following paragraphs.

Detection Tolerance The detection tolerance determines how much the bounding

boxes of the ground truth and the detection hypothesis must overlap to label it as a

match, a true positive. In this work, the same criteria is used asin the original ISM

paper [4]. It depends on the center coordinates of the hypothesis (x; y; s) and the ground

truth objects center coordinates (x � ; y� ; s� ) and bounding box size (width; height). x

and y depict the spatial position ands the scale. A match is present if

jx � x � j2

(0:25� width)2
+

jy � yj 2

(0:25� height)2
+

js=s� � 1j2

0:252
� 1:
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Furthermore, only one hypothesis per ground truth object is counted as a match. Addi-

tional hypothesis ful�lling this equation and not matching other objects are considered

as false positives.

Confusion matrix The confusion matrix is calculated using the Hungarian method

[44]. Therefore, it is assumed that there are two sets, in this casethe hypothesisH

and the ground truth objects G. Additionally, the matching costs have to be known

for every hypothesis compared to every ground truth object. The Hungarian method

minimizes the matching cost then. How matches are de�ned is explained in the para-

graph about detection tolerance 7.1. The cost of a match is set to zero. The cost of

not matching is set to in�nity. This makes the minimization of the matching costs and

computation of the confusion matrix quite simple. The set of matches is de�ned asM .

The elements of the confusion matrix are calculated by the following formulas (here,

jX j is the cardinality of the setX ):

� true positives: jTP j = jM j

� false positives:jFPj = jH j � j M j

� false negatives:jFN j = jGj � j M j

Precision{Recall Curves The con�dence scoresc determines how con�dent the

algorithm is that a hypothesis is a correct detection. Withinthe ISM, the sum of

weighted votes contributing to a hypothesis determines the con�dence score. Many

votes with large weights lead to a high con�dence. A maximum in the voting space is

considered as an object hypothesis only if the con�dence score is bigger than a threshold

tc. Thus, the value oftc a�ects directly the number of hypothesisjH j and consequently

recall and precision.

Precision is the ratio between the number of correct labeled hypothesis and all positive

labeled instances

precision =
jTP j
jH j

=
jTP j

jTP j + jFPj
:
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Recall is the ratio between the number of correct labeled hypothesis and all ground

truth objects

recall =
jTP j
jGj

=
jTP j

jTP j + jFN j
:

Curves are generated by adjustingtc and plotting the resulting recall and precision

values. If the detector works properly, a smalltc value leads to a high recall and a big

tc value in contrast leads to a high precision. So, precision gets higher and recall gets

smaller by increasingtc. In the literature, like in [4], 1 � precision is plotted on the

x-axis and recall is plotted on the y-axis to get the best results on the top left of the

plot.

The maximum of both recall and precision is one. So thex- and y-axis are restricted

from zero to one. To get a meaningful numerical measure out of this, the area under the

curve Ap;r is approximated using thetrapz function of Matlab [35]. trapz implements

a trapezoidal numerical integration. A perfect performance is achieved if precision and

recall are both one. In this caseAp;r = 1. Otherwise, the area is smaller than one.

Thus, the biggerAp;r , the better the detection performance. An alternative numerical

measure would be the equal error rate (EER). This is the value atwhich precision and

recall are equal. But this is only a measure for a single con�dence threshold value and

does not consider the shape of the curves. For that reason, it is not used here.

7.2 Results on Project Data - Hornberg Tunnel Se-

quence

7.2.1 Overview

Datasets The Hornberg tunnel dataset is an image sequence captured by a static

surveillance camera in front of a tunnel at a resolution of 320x240 pixel. It shows a

static street scene with cars, motorbikes and trucks coming fromthe tunnel or driving

into the tunnel. All of the images contain at least one foreground object annotated
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as vehicle with ground truth bounding box information. As we want to distinguish

between the object classes, a subset of the dataset was generated with images having

at least one car present. Figure 7.1 shows eight samples of this dataset. Additionally,

the bounding boxes are drawn in. Within the set, all non-car annotations were removed

manually. E.g. the annotation of the truck in the third image in the upper row. This

results in 219 images with 305 cars. We refer to this dataset as the Hornberg simple

dataset for the evaluation because it includes almost only cars. This setwas also used

by the preceding work [5]. Getting quite good results on this dataset, we decided to

extent the set with 146 images containing no cars but many trucks and motorbikes. We

call this the Hornberg comprehensive dataset. This results in a more realistic scenario

and the big amount of non-cars objects leads to additional challenges for the detection

algorithms. Samples of the additional images are shown in Figure 7.2.

Figure 7.1: 8 sample images from the Hornberg simple dataset withbounding box
annotations

Region of Interest The Implicit Shape Model does not perform well for objects at

small resolutions. The number of keypoints gets very low for small object sizes. Less

keypoints result in less votes. No representative hypothesis can be created with only a

few votes. In the Hornberg sequence, the cars at small scales are located in the upper

part of the image. Therefore, a region of interest (ROI) was de�ned. This is depicted
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Figure 7.2: 8 sample images which are only in the Hornberg comprehensive dataset

in Figure 7.3. The complete area below the red line composes the ROI. Objects with

the object center located above the red line are ignored in the evaluation.

Figure 7.3: Region of interest for the Hornberg dataset (area below red line).

Performance Analysis For the performance analysis, we did a 4-fold cross valida-

tion (also for the scale maps). Therefore, the dataset is split into four subsets of equal

size. The images were randomly assigned to a subset. This was already done for the

Hornberg simple datasetand we randomly added the additional images of theHornberg

comprehensive datasetto the subsets using therandsamplefunction from Matlab. The

detection is performed on every subset within the sequence usingdi�erent codebooks.



7.2. RESULTS ON PROJECT DATA - HORNBERG TUNNEL SEQUENCE 61

The corresponding codebook of a subset is generated out of a training on the respective

other three subsets. This ensures that that the training images are separated from the

images used in the detection.

All the plots in the next section contain precision{recall curves with a legend depicting

the used parameter. The tables show numerical results. If an algorithm was used is

indicated by using the signs� for algorithm was not used andX for algorithm was

used for the test. The merge column depicts if the merging of overlapping detections

was performed. The scale priors column depicts if these were used and padding column

depicts if the image were padded for training and detection.The last column is the

numerical measure of the area under the precision{recall curve App;r . Some tables

also includes execution times. The feature extraction time isthe duration keypoint

detection and the computation of the feature descriptors hastaken. The maxima

�nder timing includes the matching of descriptors with the codebook, the extraction

of the votes and the process of �nding maxima within the votingspace. The detection

time is the time the whole detection takes without reading the codebook and loading

the image from the harddrive. All timings are mean values averaged over all images of

the dataset.

All tests with UORB were done using a codebook with 250 clusters anda matching

threshold of 70. The descriptor consists of 512 bins. For the tests with SIFT, a

codebook with 1200 clusters was used and a descriptor matching threshold of 280.

7.2.2 Evaluation Results

Implicit Shape Model using SIFT descriptor The preceding work [5] reported

an equal error rate (EER) on the Hornberg simple dataset of 95.5% in the best case.

The best EER achieved in this work with similar settings was about 98% as depicted

by the red line in Figure 7.4. This is partly caused by �xing an error in the evaluation

framework. Hypothesis were not counted as true positives if theground truth objects

were located inside the region of interest and the hypothesis outside the ROI even if the
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Dataset Descriptor Weights Scale Priors A p;r

simple SIFT MMHT � 0:9990

simple SIFT MMHT X 0:9996

comprehensive SIFT MMHT � 0:9949

comprehensive SIFT MMHT X 0:9984

Table 7.1: Results on both Hornberg dataset using SIFT descriptor

overlapping of the bounding boxes was within the detection tolerance. And, hypothesis

were counted as false positives if the hypothesis was located inside the ROI and ground

truth annotation outside the ROI also even if the overlapping of the bounding boxes

was within the detection tolerance.

By conducting the detection also on the 146 additional no-cars images of the compre-

hensive dataset the detection performance gets worse but not dramatically. This can

be seen in the plot of Figure 7.4 by comparing the red curve and the blue curve and

by comparing the green curve and the magenta curve. The results can also be followed

up at the Ap;r column within the Table 7.1. But the di�erences of the areas under the

precision{recall curves are rather small because the overall detection results for this

dataset are quite good.

Image Padding The tests resulting in the red, green, blue and cyan curve within

the Figures 7.5 and 7.6 were made by using the same codebook. Forthe test resulting

in the magenta line, image padding was used and the images werenot only padded

for the detection, but also for the training. So the used codebook is di�erent to the

codebook for the other tests within the plot but all remainingparameters were kept

equal. For the simple dataset (see Figure 7.5) no superior can be recognized. But for

the comprehensive dataset (see Figure 7.6), a signi�cant increase in performance can

be seen. This indicates that the greater number of keypoints in the outer region of the

image reduces the uncertainty of the object detection. Table 7.3 gives the numbers.
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The area under the precision{recall curveAp;r increase from 0:9687 to 0:9774. TheAp;r

value in Table 7.2 for the simple dataset is even bigger withoutpadding. But this is

caused by the fact that one additional false negative is evident which is likely to be an

artifact caused by using a di�erent codebook.

Merge of Overlapping Hypothesis The merge of overlapping detection improves

the detection performance on the simple dataset as shown by the blue curve com-

pared to the green curve. The di�erence is smaller for the comprehensive set. This

approach also merges two or more overlapping false positive detections like explained

in paragraph 6.7. Additionally, the con�dence score is summedup and some of the

merged hypothesis maybe will exceed a con�dence score threshold tc which would not

be exceeded if the their were considered as single hypotheses. Thus, it would surely be

more bene�cial to improve the accurate estimation of the object locations, especially

the scaling. Then, a merge of overlapping hypothesis would notbe necessary.

Scale Priors Scale prior estimation within the ISM for static scenes was introduced

in section 6.3. Figure 7.4 shows signi�cant improvements of thedetection performance

by using scale priors especially for the comprehensive dataset. This is reasonable

because the additional objects in this set are mainly trucks which have a bigger real

object size with large homogeneous regions. E.g. the windscreenof a truck should be

much bigger than the windscreen of a car.

Algorithm to Constrain to Repeatable Descriptors The algorithm to constrain

the number of descriptors to the most repeatable ones before the clustering process is

explained in section 6.5. Figure 7.7 and Table 7.4 for the simple dataset and Figure

7.8 and Table 7.5 for the comprehensive dataset show that huge improvements in the

detection performance can be made by using this algorithm. The same parameters

were used for all three approaches compared within the precision-recall curve (250

clusters and a descriptor matching threshold of 70, use of scale priors, merge overlapping

hypothesis and image padding). For the red curve, no weights were used, magenta curve
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Descriptor Weights Merge Scale Priors Padding A p;r

UORB none � � � 0:9358

UORB MMHT � � � 0:9761

UORB MMHT X � � 0:9830

UORB MMHT X X � 0:9929

UORB MMHT X X X 0:9901

Table 7.2: Results on Hornberg simple dataset using UORB descriptor
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Descriptor Weights Merge Scale Priors Padding A p;r

UORB none � � � 0:9123

UORB MMHT � � � 0:9501

UORB MMHT X � � 0:9566

UORB MMHT X X � 0:9687

UORB MMHT X X X 0:9774

Table 7.3: Results on Hornberg comprehensive dataset using UORB descriptor
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Descriptor Weights Merge Scale Priors Padding A p;r

UORB none X X X 0:9664

UORB MMHT X X X 0:9901

UORB
Repeatable
descriptor

X X X 0:9969

Table 7.4: Results on Hornberg simple dataset using UORB descriptorand repeat-
able descriptor algorithm

Descriptor Weights Merge Scale Priors Padding A p;r

UORB none X X X 0:9494

UORB MMHT X X X 0:9774

UORB
Repeatable
descriptor

X X X 0:9915

Table 7.5: Results on Hornberg comprehensive dataset using UORB descriptor and
repeatable descriptor algorithm

was generated by using MMHT weights. No weights were used for the approach which

uses the algorithm from section 6.5 depicted by the green curve. The huge di�erent

of the red to the green curve shows also thatk-Means clustering is not a very good

approach to get repeatable cluster centers out of all the features extracted within the

training. There should be further improvements possible by using a more appropriate

clustering algorithm.

2-D Average Scale Maxima Finder For the current 3-D maxima �nder, the votes

are not aggregated in a big array, every vote is stored in an particular vector. So

the processing time and memory consumption depends highly on the number of votes.

The number of votes depends on the number of keypoints, the descriptor matching

thresholds and the size of the codebook. The dependency of the execution time from

the matching threshold is also stated in [5]. The detection timetakes about 400{
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700 milliseconds using a matching threshold of 250, 1{2 seconds by using a matching

threshold of 300 and over 10 seconds by using a matching thresholdof 350. There is a

non-linear increase of the detection time if the number of votes increases.

The 2-D average scale maxima �nder was introduced in section 6.4. In this approach,

votes are aggregated in a 2-D spatial array. This reduces the memory consumption

especially if many keypoints, high matching thresholds and bigcodebooks are present.

But if the number of votes is low, the individual vote vector approach is preferable.

This can be seen in Table 7.6. The average processing time of the 2-D spatial /

scale averaged approach which uses one big 2-D array takes 0.092 seconds and the

individual vote vector based approach including 3-D mean shift mode estimation takes

only 0.059 seconds. For a dense approach, it is not even possible touse this individual

vote vector based approach because the memory consumption exceeds the maximum

available memory for a 32-Bit executable. By increasing the sampling distance to 5

pixels memory does not exceed but the execution time gets extremely high.

Regarding the detection performance, both approaches gives quite similar results as

shown in Figure 7.9. But note, scale priors were used which leadsto a much lower

variance within the scale dimension. The scale averaging wouldnot be appropriate

without prior knowledge about the scales. However, for the testsincluding scale pri-

ors, it works well and sometimes the averaging over all scale votes even reduces the

uncertainty about the scale.

UORB in comparison to SIFT Figure 7.10 compares the performance of the

ISM algorithm by using the SIFT descriptor and the UORB descriptor. The detection

performance of UORB is a bit worse compared to SIFT. It is getting even more evident

for the comprehensive dataset. This is understandable because the SIFT descriptor,

although more then ten years old, is still state of the art. But the processing speed

by using UORB is about 90% faster as stated in Table 7.6. This gain in execution

time gives further possibilities for pre- or post-processing or the use of higher image

resolutions. The ISM based on the SIFT descriptor has also a very poor performance
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Descriptor Maxima
�nder

A p;r

Feature
extraction

time

Maxima
�nder
time

Detection
time

UORB 3-D MSME 0:9915 0:061s 0:059s 0:121s

UORB
2-D spatial /
scale averaged

0:9920 0:061s 0:092s 0:154s

Dense
UORB

2-D spatial /
scale averaged

0:9829 0:304s 0:417s 0:721s

SIFT 3-D MSME 0:9984 0:087s 0:141s 0:228s

Table 7.6: Results on Hornberg comprehensive dataset evaluating 2-D average scale
maxima �nder
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on the small-scale cars above the region of interest. Thus, by putting more e�ort in

the processing approach, better detection performance is expectable without longer

execution times as by using SIFT. In fact, it was already spent more e�ort by using

all three RGB color channels instead of grayscale values. The duration times would be

much shorter by using only grayscale values. The superiority of SIFT over UORB is also

caused by keypoint detector. DoG keypoints are in average much more repeatable than

FAST keypoints. Therefore, much more keypoints are needed to get good detection

performance with FAST. DoG detects about 200 { 300 interest points. For ORB, there

exists a parameter to control the number of keypoints. We have set that to 1200.

Thus, 3600 interest points get detected for all three color channels in total. A second

advantage of DoG is that it searches maxima in the scale-space and get therefore very

repeatable descriptors also in the scale dimension. ORB uses a simple image pyramid

and detects keypoints independent from the scale dimension. This also explains the

inaccurate detection of the object scales by using UORB.

Dense sampling The procedure introduced in section 6.6 was conducted for dense

sampling. A sampling distance of 3 pixels was chosen with 8 scale levels. In total, there

are 16359 sample points per color channel and per image at a resolution of 320x240

pixels. Additionally, the algorithm of section 6.5 was used to constrain the descriptors

to the most repeatable ones. MMHT weights are also used here. But the sampling

distance had to be increased to �ve pixels because we ran out of memory by using

a sample distance of 3 or 4 pixels for MMHT. Figure 7.11 shows the performance of

this dense approach. The performance is still worse compared tothe sparse approach.

Thus, algorithms have to be developed to get more discriminative information into the

codebook. The execution times to process one image are given in the Table 7.6. They

are still signi�cantly below one second but also almost 6 times slower than the sparse

approach. Thus, there is no argument for using this dense sampling approach so far.
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7.3 Results on Benchmark Data

TUD-Pedestrians Dataset Overview The TUD-Pedestrians dataset [45, 38] con-

sists of a training set and a test set. The test set includes 400 training images. Four of

them are shown in Figure 7.12. The Figure also includes the pixelwise segmentation

masks which are available for every image. Bounding box annotations are also available

in a text �le. The images within the set are scaled in a way that the pedestrians have

a height of 200 pixels. The test set includes 250 images at a resolution of 720x576

pixels. There are 311 pedestrians at di�erent scales and poses within the set. Figure

7.13 shows two examples.

For the codebook generation, we use the training set and a horizontal ipped version

of the training set because all pedestrian move from the right tothe left within the

images. We have also used the pixelwise segmentation masks. The training set was

used as it is for the detection.

Figure 7.12: 4 sample images of the TUD-Pedestrians training dataset with pixelwise
segmentation masks below [38]

TUD-Pedestrian Dataset Results Figure 7.14 shows the precision-recall curves

for the TUD-Pedestrian dataset using the ISM implementation. [5] reported an equal

error rate (EER) of 55.3% using SIFT. We could not entirely reproduce these results
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Figure 7.13: 2 sample images of the TUD-Pedestrians testing dataset [38]

and are a bit worse with an EER about 50%. We used a codebook with 1200 clusters

and a descriptor matching threshold of 310. Weights were computed using MMHT. The

detection performance on this dataset is quite weak. But the recognition of pedestrians

is not that bad also for this dataset. Quite many of the false negatives and false

positives result from a poor detection performance of the object center and scale. So

the overlapping of the ground truth and hypothesis bounding boxes is very often to

poor to count as a true positive. Thus, massive improvements should be possible using

an appropriate object center and scale veri�cation / re�nement approach. UORB failed

completely within this test. The results provided by the TADIP descriptor are clearly

better. Both approaches used MMHT weights for 800 clusters and amatching threshold

of 70. But further tests are needed to verify the performance of the TADIP descriptor.

It is also needed to evolve if and how the performance of UORB on pedestrian detection

could be improved.
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Chapter 8

Conclusion and Outlook

We discussed di�erent feature descriptors in this work and concentrated on binary

descriptors. An additional training was implemented therefore which is able to clus-

ter binary descriptors. Matlab and mexopencv was used to get an exible and fast

training approach. We used an upright version of ORB to evaluate the performance of

the implemented algorithms on two datasets. Additionally, wedeveloped a complete

new binary descriptor, called TADIP, which extracts gradientmagnitude information

instead of gradient sign information like all state of the art binary descriptors. The

performance of the new descriptor was evaluated on the TUD-Pedestrian dataset. We

could show an reasonable performance on this set, but TADIP has tobe further veri-

�ed and eventually improved in future work. The TUD-Pedestrian dataset shows also

that additional e�ort is needed to localize the center and scale of objects with strong

varying poses more accurate. The bene�ts which were achievedby merging overlapping

detections are also a consequence of the sometimes poor object locating.

The results on the Hornberg dataset are already pretty good. As a result of this, we

extended the dataset with additional images showing non-car objects resulting in more

realistic scenario. SIFT still beats the binary descriptors concerning the detection

performance but is about 90% slower compared to UORB even if thedetection is

performed for all three color channels.

One big issue is the clustering of descriptors within the training phase. The used



79

k-means clustering algorithm is not appropriate for the task ofstoring the most dis-

criminative descriptors into the codebook. Big improvements can be achieved by using

the introduced algorithm which reduces the number of descriptors to the most repeat-

able ones before clustering is performed. But there are still capabilities of further

improving the codebook generation.

Improvements were also achieved by incorporating prior knowledge about object scales

at di�erent positions within the image. For the low-resolution images of Hornberg it

was quite bene�cial to pad them to get more keypoints near theimage borders.

It was also tried to compute the binary descriptors on dense sampled image points.

The results are not very good till now. Improvements for this approach are also related

to the creation of a discriminative codebook. This is even more important for a dense

approach because all sample points are taken into account and not only repeatable

keypoints. But the implementation by itself is ready to use.

The CDVS project was also taken into account. The ALP detector seems to be quite

promising as a replacement of the DoG detector of SIFT which isprotected by an

exclusive patent. The CDVS software is based on the VLFeat library[46]. So it will

need a bit of e�ort to integrate it into our OpenCV based framework.

Beyond the scope of this thesis: The object detection frameworkneeds to be integrated

into a tracking approach for video sequences. Therefore, the speed of computing and

matching binary descriptors can also be used to process more images per second.
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